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Abstract—Projection data acquired for image reconstruction of low-dose computed tomography (CT) are degraded by many factors. These factors complicate noise analysis on the projection data and render a very challenging task for noise reduction. In this study, we first investigate the noise property of the projection data by analyzing a repeatedly acquired experimental phantom data set, in which the phantom was scanned 900 times at a fixed projection angle. The statistical analysis shows that the noise can be regarded as normally distributed with a nonlinear signal-dependent variance. Based on this observation, we then utilize scale transformations to modulate the projection data so that the data variance can be stabilized to be signal independent. By analyzing the relationship between the data standard deviation and the data mean level, we propose a segmented logarithmic transform for the stabilization of the non-stationary noise. After the scale transformations, the noise variance becomes approximately a constant. A two-dimensional Wiener filter is then designed for an analytical treatment of the noise. Experimental results show that the proposed method has a better noise reduction performance without circular artifacts, by visual judgment, as compared to conventional filters, such as the Hanning filter.

I. INTRODUCTION

Projection data acquired for image reconstruction of low-dose computed tomography (CT) are degraded by many factors, including Poisson noise, logarithmic transformation of scaled measurements, and pre-reconstruction corrections for system calibration [1]. All these factors complicate noise analysis on the projection data and render a very challenging task for noise reduction in order to maintain the high image quality of currently available CT technologies. Up to now, various forms of filtering techniques have been developed to spatially smooth the projection data and/or the reconstructed CT images [1-3]. One approach models the data noise by Gaussian distribution with variance proportionally depending on the signal or density of the data [1]. It utilizes a nonlinear anisotropic diffusion filter to smooth the data noise. Another approach employs an adaptive trimmed mean filter to reduce streak artifacts, which are resulted from excessive X-ray photon noise in low-dose CT projections [2]. Although both of them succeed in some degrees for noise reduction prior to image reconstruction, the assumption of the noise model is not justified in their applications and further development is then limited. Sauer and Liu [3] developed a non-stationary filtering method for the anisotropic artifacts in the image reconstruction. Although it utilizes local noise properties to construct a set of non-stationary filters, the method is a post-processing type approach on the images. This type of filtering usually gains noise reduction at the cost of resolution.

As a method for statistically treating any non-normally distributed, signal dependent noise, scale transformations are widely used to stabilize the variance of empirical variables or measurements [4-6]. The purpose of the transformations is to modulate the measurements so that the modified data variance is stable and further signal independent. That means, if the variance of a variable tends to change with the mean, the variance could be stabilized by a suitable scale transform so that the derivation of a theoretically based approach would be applicable for more accurate noise treatment. For example, if the variance of the low-dose CT projection data is proportional to the mean, a square-root type transformation may be considered. If the variance changes quadratically with the mean value, a logarithmic transform may be a better choice to stabilize the data [5]. Since scale transform-based approaches have the advantages of efficiency in computation and uniqueness in determining the solution, they have been extensively utilized in nuclear medicine field. For example, Pelégrini et al [7] and Lu et al [8] have used a modified square-root transformation (also referred to as Anscombe transform [4]) to convert Poisson noise into normally distributed one with constant variance. This transformation greatly simplifies the treatment of Poisson noise for emission computed tomography, such as SPECT (single photon emission computed tomography) and PET (positron emission tomography). In their non-parametric regression sinogram smoothing approach, La Riviere et al [9] also showed that the choice of a square-root link function in the penalized objective function would lead to reconstructed images with satisfactory uniform and isotropic resolution. In order to extend the well-studied maximum-likelihood (ML) expectation-maximization (EM) algorithm to a general reconstruction problem (such as preprocessing of sinograms), Nuysts et al [10] employed noise equivalent counts (NEC) --- scaling and shifting
transformations --- to convert arbitrary sinogram noise into one that is approximately Poisson distributed.

In this study, we first investigated the nonlinear noise property of the low-dose CT projection data (after pre-reconstruction corrections and/or calibrations) by analyzing a repeatedly acquired experimental data set from a phantom at a fixed projection angle. The statistical analysis showed that the noisy projection data can be regarded as normally distributed with a nonlinear signal-dependent variance. Based on this observation, we utilized scale transformations to modulate the measurements so that the variance of the projection data would be stabilized to satisfy the requirement for a theoretically-based approach. After the transformation, the noise variance became approximately a constant and a two-dimensional (2D) Wiener filter was then designed for an analytical treatment of the non-stationary noise. Several scale transformations were investigated in order to find an appropriate and optimal one for the noisy data.

II. METHODS

A. Analysis of Noise Properties

To analyze the noise property of low dose CT data, we first repeatedly acquired projection measurements of a physical phantom at a fixed angle for 900 times by a GE spiral CT scanner. The measurements were calibrated and corrected as projection data to satisfy the Radon transform. The probability distribution of the calibrated data from channel 600 is shown on the left of Figure 1 with comparison to corresponding Poisson, Gamma, and Gaussian probability distribution functions (PDF). It can be clearly seen that the noise distribution of the projection data has an approximated Gaussian functional, instead of usually assumed Poisson distribution. The mean distribution along detector channels is shown on the right of Figure 1. It reflects the line integrals at a projection angle across a cylinder phantom. To make the analysis of the noise property more complete, the phantom was designed to make the projection acquired cover the possible data range as much as possible.

![Figure 1. Noise property of acquired low-dose CT projection data. The number of channels per view is 888 and the number of measurements is 900. Left: PDFs of channel 600. Right: Mean distribution of the data across the channels.](image)

The relationship between the standard deviation and the mean of the calibrated data for all the channels is shown on the left of Figure 2, while the relationship between noise variance and data mean is shown on the right of Figure 2. It is seen that the relationship between the data standard deviation (or noise variance) and the data mean is nonlinear and may not have an analytical functional formula.

![Figure 2. Left shows the standard deviation–mean curve. Right shows the variance–mean curve.](image)

B. Scale Transformations

The general purpose of scale transformations is to change the scale of the measurements in order to make the statistical analysis more valid, especially for the analysis of variance. As we know, for the measurements with constant variance, enormous smoothing approaches have been proposed for accurate treatment of the noise. However, for those with non-stationary variance, conventional low-pass filters would not be appropriate any more because of their spatially-invariant assumption and ignoring for signal-dependent nature of the noise. As an alternative, iterative methods consider the noise properties accurately, but their iterative nature demands a heavy computational effort and furthermore their associated cost-function regularization and iterative convergence have been remained as research topics for years [11]. If we can convert the non-stationary noise of low-dose CT projection data into approximately stationary one with accurate treatment of the noise, the conventional filtered backprojection (FBP) reconstruction would provide the similar improvement as the iterative methods without both the computing burden and the regularization and convergence issues. In the following, we will present a brief review on scale transformations and their implementations.

If the dependence of the variance on the mean level has a mathematical form of

$$\sigma_x^2 = f(m),$$  \hspace{1cm} (1)

where $\sigma_x^2$ is the variance of variable $x$ with mean equal to $m$, then for any function $g(x)$ we have approximately [6]

$$\sigma^2(g(x)) = f(m)(dg(m)/dm)^2,$$  \hspace{1cm} (2)

where $\sigma^2(g(x))$ is the variance of transformed data $g(x)$, and $dg(m)/dm$ reflects the first derivative of function $g$. Then if we want $\sigma^2(g(x))$ to be a constant, $C^2$ say, we must have

$$g(m) = \int \frac{C \ dm}{\sqrt{|f(m)|}}$$  \hspace{1cm} (3)

For example, if the variance $\sigma_x^2$ tends to be proportional to the mean level, then the Anscombe transform, as we applied before on the treatment of Poisson noise in SPECT image [8],
would be a choice. If the standard deviation $\sigma_x$ tends to be proportional to the mean level $m$, there is $g(m)$ proportional to $\log(m)$, then the logarithmic scaling would be a choice. In reference [5], Bartlett gave a summary of scale transformations that have been used on empirical, statistical data with general distributions. Of course, a constant variance is not the only conditions that we seek. Another important condition of whether the transformed variable is normally distributed shall be considered when using variance analysis and scale transformation. It also should be mentioned that the approximation of a scaled variable to a normal distribution is only based on the first and second moments of the distribution.

After the scale transformations, the modulated projection data achieved approximately a constant variance. Then an accurate filtering method can be derived. Here the Wiener filter is an optimal choice. If we assume that each sinogram is spatially stationary, then the Wiener filter for 2D sinogram in frequency domain is expressed as

$$C. \text{ Wiener Filtering}$$

After the scale transformations, the modulated projection data achieved approximately a constant variance. Then an accurate filtering method can be derived. Here the Wiener filter is an optimal choice. If we assume that each sinogram is spatially stationary, then the Wiener filter for 2D sinogram in frequency domain is expressed as
where $S_g$ is the 2D discrete Fourier transform (FT) of scaled sinogram $g$ and $\left( \omega_s, k_\theta \right)$ denotes the 2D FT coordinates. Notation $\sigma^2_n$ is the noise variance. Since the variance of scaled projection data is approximately constant after the scale transformations, it eliminates the difficulty of the estimation of noise power spectrum in the Wiener filtering. That means, $\sigma^2_n$ can be regarded as a constant, which can be derived from $f(m)$ and $g(m)$, during filtering process.

It could be argued that many other types of filters might have better properties in terms of noise suppression, edge preservation, and etc, than the Wiener filter. But, the objective of this paper is mainly to demonstrate the utilization of scale transformations on noise analysis and filtering, not to investigate an optimal filter for this low-dose CT application. Wiener filter is selected based on its well-known properties of minimum least-square error on a linear system, its easy implementation and its efficiency in computation.

### III. EXPERIMENTAL RESULTS

Experimental phantom projections were acquired by the same GE spiral CT scanner with a fan-beam curved detector array. The phantom used here is a cylinder with several small details, as shown in the top-left of Figure 4. The number of channels per view is 888 with 984 views evenly spanned on a circular orbit of $360^\circ$. The detector array is on an arc concentric to the X-ray source with a distance between the X-ray source and the rotation center equal to 541 mm. The distance from the rotation center to the curved detector is 408.075 mm. The detector cell spacing is 1.0239 mm. After pre-reconstruction correction for system calibration, the calibrated projection data were filtered by different kinds of smoothing methods for comparison purpose. The filtered projection data were then reconstructed by the conventional FBP method with the Ramp filter. To see the influence of the variance stability of the scale transformations on sinogram smoothing, the projection data were filtered by the Wiener filter after different kind of the scale transformations.

The reconstructed slices by different filtering approaches for the same phantom slice respectively are shown in Figure 6. The “noise-free” data are the average of 19 repeatedly acquired datasets, while the “noisy” data is a single dataset. The noise level is quite high. The reconstructed images filtered by the Hanning filter reveal the tradeoff between image resolution and noise. Insufficient noise suppression was observed for higher cutoff frequencies. For lower cutoff frequencies, image resolution is sacrificed. Although the single logarithmic transform provides some degree of noise smoothing, it generates circular artifacts around the center of the rotation in the reconstruction images (bottom left of Figure 6). This is due to its poor ability to stabilize the data variance, as shown on the left of Figure 3. The scaled variance after the single log transform fluctuates between 0.4~1.8. The variance fluctuation is reduced to the range of 0.8~1.3 after applying the segmented log transforms. The variance-mean curves of the segmented log transforms are more stabilized, especially at the regions with low and high mean levels (on the left and right of Figure 5). The reconstructed images in Figure 6 also show that the segmented log transforms can eliminate the circular artifacts and provide a better noise suppression than the low-pass filters, such as the Hanning filter, without the sacrifice of the spatial resolution.

![Figure 6. Comparison of reconstructed CT images using different filtering approaches. Top: left --- noise-free; and right --- noisy. Middle: left --- Hanning filter (cutoff frequency $f_c = 0.25$); and right --- Hanning filter ($f_c = 0.40$). Bottom: left --- log transform + Wiener filter; and right --- segmented log transform + Wiener filter.](image-url)

### IV. CONCLUSIONS

In this study, we investigated the non-stationary noise properties of low-dose CT projection data and presented a method to transform the non-stationary noise into a much more stabilized one for the purpose of facilitating the treatment of the noise. The method depends on the prior knowledge of the noise properties. In the low-dose CT problem, the noise properties are known by phantom studies. This method is an attempt to capture the benefits of statistical modeling in a non-iterative manner. More accurate treatment of non-stationary noise can be achieved by the proposed technology by using other analytical means, rather than...
Wiener filter, while maintaining the computational efficiency. Considering the Gaussian functional and the mean-variance relation of the low-dose CT projection data, the penalized weighted least-square (PWLS) smoothing approach would be a choice for an alternative optimal solution, which is currently under investigation [12].
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