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Abstract—Virtual endoscopy is a computerized, noninvasive procedure for detecting anomalies inside human organs. Several preliminary studies have demonstrated the benefits and effectiveness of this modality. Unfortunately, previous work cannot guarantee that an existing anomaly will be detected, especially for complex organs with multiple branches. In this paper, we introduce the concept of reliable navigation, which ensures the interior organ surface is fully examined by the physician performing the virtual endoscopy procedure. To achieve this, we propose computing a reliable fly-through path that ensures no blind area during the navigation. Theoretically, we discuss the criteria of evaluating a reliable path and prove that the problem of generating an optimal reliable path for virtual endoscopy is NP-complete. In practice, we develop an efficient method for the calculation of an effective reliable path. First, a small set of center observation points are automatically located inside the hollow organ. For each observation point, there exists at least one patch of interior surface visible to it, but that cannot be seen from any of the other observation points. These chosen points are then linked with a path that stays in the center of the organ. Finally, new points inside the organ are recursively selected and connected into the path until the entire organ surface is visible from the path. We present encouraging results from experiments on several data sets. For a medium size volumetric model with several hundred thousand inner voxels, an effective reliable path can be generated in several minutes.

Index Terms—Virtual endoscopy, reliable path, reliable navigation, camera control, NP-complete, visibility.

1 INTRODUCTION

Virtual endoscopy is an integration of medical imaging and computer graphics technologies, leading to a computerized alternative to the traditional clinic endoscopy for examining the interior structure of human organs. From high resolution patient data acquired by CT or MR scanners, virtual endoscopy reconstructs a 3D virtual model of the hollow organ and allows a physician to navigate inside the model to detect abnormalities. Compared to the thousands of conventional endoscopy procedures performed each year, the advantages of virtual endoscopy are manifold. It is noninvasive, cost-effective, and free of risks and side effects such as perforation and infection. It could also improve the diagnostic sensitivity and specificity and be used to explore body regions not accessible to conventional endoscopy [1], [2], [3].

To realize these significant promises of virtual endoscopy, many prototype systems have been developed for a variety of clinical applications, including colonoscopy [4], bronchoscopy [5], angioscopy [6], and others. As a crucial component of such a system, the navigation technique decides how the physician controls the position and orientation of a virtual camera to examine the inner surface of the organ. Earlier work [2], [7], [8] has focused on planned navigation that precomputes a fly-through path to automatically move the camera from one end of the organ to another end. The whole navigation process is generated as an offline animation by manually [8] or automatically [2], [7] specifying the camera parameters at each key frame. Obviously, such a technique prevents the physician from examining an anomaly in detail since no interaction is possible. On the other hand, by taking advantage of the rapid improvement and proliferation of graphics hardware, free navigation aims to allow a physician to interactively control the camera position and orientation, generating the resulting scene in real time [9]. The problem of this approach is that the physician is required to control the camera at each frame to navigate through the virtual model by himself. Like exploring an unknown territory without any map or guidance, this could be both time consuming and challenging. More recent work [4] has combined the benefits of both planned and free navigations. It adopted the guided navigation scheme [10] to achieve a more intuitive and efficient exploration. With a guided navigation, the camera moves automatically from a source point to a target point along a fly-through path generated (on the fly) by a navigation planner. When necessary, the physician can take over the control at any time by interactively and easily adjusting the camera position and direction. The switch between these two modes is seamless, resulting in a smooth navigation.

Unfortunately, all these navigation techniques suffer a serious problem: A physician could not be sure that he has visualized all the existing abnormalities after a virtual
endoscopic procedure has been performed. This is because the fly-through path generated by a navigation planner cannot guarantee that each interior surface area is visible to at least one point on the path. The flexible camera manipulation provided by the interactive navigation would only alleviate, but not solve, this "blind area" problem since it depends on the physician's maneuver to cover the entire surface. In fact, conventional endoscopy encounters a similar problem. During the procedure, a physician relies on his training, experience, and analysis to determine which parts of the organ surface need to be examined and does his best to cover those areas. This makes it possible to miss an area of diagnostic significance, particularly when the organ has a complex structure.

For instance, in a bronchoscopy, a physician could have missed an anomaly that is hidden within a small but twisted bronchial passage. Although the success of either a conventional or a virtual endoscopy always depends on the expertise and judgments of the physician performing the procedure, it is desirable to reduce the possibility of such a kind of human negligence as much as possible.

Since we can perform extensive preplanning before navigating inside the virtual organ, the existence of a digital model in virtual endoscopy provides an edge to conventional endoscopy for solving the blind area problem. However, to our knowledge, this issue of avoiding a "blind area" has never been explicitly identified and addressed by previous path planning techniques. A possible reason is that virtual endoscopy research has been focused on simulating the clinical procedure, instead of exploiting the unique advantages provided by the virtual environment and medical imaging techniques. In this paper, we propose a new navigation scheme, reliable navigation—its preliminary version was presented at the 1999 IEEE Medical Imaging Conference—for exploring the inner surface along the hollow passages of virtual organs. Our major contribution is the introduction of reliable path, i.e., a virtual path which stays near the center of the organ and from which the entire interior surface is visible. Restricting the camera to moving along the reliable path suffices to ensure that the physician could have full coverage of the inner surface during the examination.

Camera control is another crucial component of reliable navigation. For a physician to actually visualize the entire surface, he would have to look in all directions from each point on the reliable path. However, a straightforward implementation to satisfy this requirement could make the navigation difficult, if not impossible, to control and interpret. To solve this problem, we have developed a new camera control scheme and briefly discuss it at the end of this article. The details of our solution will be presented in an upcoming paper.

This paper is organized into four additional sections. In Section 2, we introduce the concept of reliable path and discuss the theoretical complexity of computing an optimal reliable path. Section 3 presents an efficient algorithm to generate an effective approximation to the optimal reliable path. In Section 4, we demonstrate the effectiveness of reliable navigation by applying our system to several experimental data sets. Finally, we conclude with future work in Section 5.

2 RELIABLE PATH

The essence of our approach is to redesign a fly-through path that ensures the removal of any blind area during the navigation. We call such a path a "reliable path" since we can rely on it for not missing any important information. Accordingly, a reliable navigation for virtual endoscopy is defined as the procedure that utilizes a reliable path for a complete examination of the patient's organ. In this section, we first establish the concept of reliable path, including the criteria of evaluating a reliable path and the definition of the optimal reliable path. We then discuss the algorithms for generating a near-optimal reliable path. Finally, we compare reliable path with the popular skeleton approach and demonstrate the fundamental differences between these two path generation methods.

2.1 Optimal Reliable Path

Conceptually, a reliable path in a virtual organ is defined as a set of connected points inside the model from which the entire interior surface can be seen. Note that we do not simply choose a minimum set of points with full surface coverage since the selected points might be disconnected, while a fly-through path has to be continuous.

Strictly speaking, a reliable path only needs to satisfy the requirement that each interior surface area of the organ is visible at least once to the physician moving along the path. As a result, given the virtual model, there usually exists a large number of reliable paths. For example, a path connecting all the internal voxels of a model is always reliable, as well as a path connecting all the internal voxels whose neighbors include at least one surface voxel.

On the other hand, since the purpose of a reliable path is to guide the navigation, a practical reliable path should also satisfy the other desired properties of a fly-through path. First, the path should never penetrate through the surface. This requirement is inherently satisfied by the definition of reliable path since all the points on the path are inside the model. A more restrictive requirement is that the path should stay away from the surface so that the camera can obtain a wide view of the organ surface [2]. In other words, a good reliable path needs to stay near the center of the model as much as possible. In previous work, this has been achieved through the calculation of a center line between two user-specified source and target points using techniques such as boundary peeling [2] or potential field [4]. Unfortunately, there is no guarantee for the reliability of such a center line. Finally, the path should be of short length to increase the efficiency of examination.

Based on these extra requirements, the vast majority of reliable paths, such as the fully connected internal voxel set, are bad choices for guiding navigation and cannot be used in practice. Among the feasible solutions, we define an optimal reliable path in a virtual organ as a minimum set of connected points inside the model from which the entire interior surface can be seen. Intuitively, a path as defined would stay away from the organ surface as desired. This is because those points near the center of the model usually
cover larger surface areas than those near the surface and we are looking for a minimum set of connected points to cover the entire surface. A path of minimum length also alleviates the problem of frequently turning the camera to traverse small branches during the navigation, leading to a shorter examination time and making the whole procedure more efficient.

In the continuous space, given an organ model $D$, its interior region $R$, and its boundary area $\partial D$, we have $D = R + \partial D$. The optimal path is defined as a continuous curve $P \subset R$ of minimum length satisfying the following condition

$$\forall (v_0 \in \partial D) \rightarrow \exists ((v_1 \in P) \land (v_1 \in R \cup \{v_0\})), \quad (1)$$

where $v_1$ denotes the line segment connecting $v_0$ and $v_1$. In other words, $P$ is a curve from which each point on $\partial D$ is visible. Unfortunately, given the discreteness of acquired data in virtual endoscopy, an analytical solution to $P$ is usually not achievable since there is a simple function to describe $\partial D$ is lacking. Although trilinear interpolation function can be used to approximate the surface inside each voxel, it generates a piecewise linear function for the whole model, making it difficult to calculate $P$.

To solve this problem, we redefine the optimal reliable path in the discrete space as follows: From the acquired 2D slices, we reconstruct a 3D volume $V$. Next, we perform a segmentation of the examined organ, classifying the voxels into a surface voxel set $B$, an internal voxel set $I$, and an exterior voxel set $E$. Note that different notations are used to distinguish the discrete case from the continuous one. For each voxel $v \in I$, there is an associated set of visible voxels $S_v \subset B$ that can be seen from $v$. Thus, the optimal reliable path is defined as a connected set $C = \{v_0, v_1, \ldots, v_n\}$ with a minimum number of voxels $n$ so that each voxel of $B$ belongs to at least one visible voxel set $S_v$, $0 \leq i < n$. The connectivity between two voxels is usually defined by 26-connectivity. Note that, based on the definition, there could be more than one optimal reliable path for a certain model.

Unfortunately, as we shall prove in the Appendix, the optimal reliable path problem is NP-complete. In other words, it is not feasible for us to find the reliable path with minimal length. The best we can hope is therefore to find some near-optimal solutions in polynomial time. Mathematically, the optimization level of a path can be defined as $|C|/|C^0|$, where $C$ is the voxel set on the path and $C^0$ is the voxel set on the optimal path. In practice, the criteria of evaluating a reliable path are also based on the navigation requirements. Generally, we can classify all the reliable paths for a model into three categories:

- **Optimal reliable paths**: Although they are the most effective navigation paths, we cannot afford to calculate them.
- **Feasible reliable paths**: These are the paths that can be used as navigation guidance. They are reliable, centralized, relatively short, and smooth. Here, the smoothness of a path can be roughly defined as the total amount of curvatures along the path.
- **Impractical reliable paths**: These are the paths that cannot be used for guiding the navigation.

Both the feasible and impractical reliable paths can be regarded as approximations to the optimal reliable paths and there is no strict boundary between them. Fortunately, we are not required to actually classify each reliable path. Instead, we are looking for efficient algorithms which generate effective reliable paths.

### 2.2 Approximation Algorithms

As shown in the Appendix, the optimal reliable path is closely related to the minimum set cover problem. The best known approximation to the minimum set cover problem is, at each iteration, from the unselected subsets, choosing the subset $U$ that covers the most remaining uncovered elements [11]. This simple greedy algorithm achieves a ratio of $H(\max|U| : U \in F)$ to the optimal solution [12], where $H(d)$ denotes the $d$th harmonic number, $H(d) = \sum_{i=1}^{d} 1/i$, and $F$ is the family of subsets. It can be implemented in such a way that it runs in $O(\sum_{U \in F} |U|)$.

There are two simple ways to directly extend the greedy minimum set cover algorithm for generating a reliable path in the discrete space. One method is, from the internal voxels that are connected to the already selected path, choose the voxel that covers the most remaining uncovered surface voxels. In other words, we keep the path connected at each iteration. The other method is to first apply the greedy algorithm, then connect the resulting voxels at the end. Note that no ratio upper bound to the optimal solution has been established for either of the methods. To find the voxel with the maximal coverage, both methods must calculate the visible boundary voxel set $S_v$ for each voxel $v \in I$. Unfortunately, as we shall discuss in Section 3.2, the visibility test is an expensive process. Since there could easily be millions of internal voxels in a virtual organ, path generation requiring the visibility tests for all the internal voxels is very time consuming.

To avoid this problem, we have developed a new algorithm for the efficient generation of an effective reliable path. However, before we discuss this algorithm in the next section, it is worthwhile to clarify the concept of reliable path by comparing it with a widely used approach, skeleton.

### 2.3 Skeleton vs. Reliable Path

Skeleton, or medial axis, was first introduced for studying biological shape [13]. It can be defined as the set of centers of maximal balls, i.e., of balls in a region $P$ that are themselves not enclosed in another ball in $P$ [14]. As an intuitive method for shape representation, skeleton has found applications in a broad range of areas, including pattern recognition and solid modeling. Recently, researchers have also started to apply skeleton as the basis for constructing navigation paths for virtual endoscopy (e.g., [15]).

From the perspective of navigation, skeleton has a nice property that its points by definition stay in the center of the model. Another interesting property is that, since all internal points are contained in at least one maximal ball, the union of the maximal balls corresponds to the interior region. At the same time, since there is at least one maximal ball touching each point on the boundary, the envelope of the maximal balls corresponds to the region boundary. In
other words, the entire interior surface of a virtual organ should be visible to its skeleton, i.e., skeleton is a reliable path. Mathematically, the reliability of the skeleton $S$ of a model $D$ can be proven by contradiction as follows: Given $D$, its boundary area $\partial D$, and its interior area $R$, we have $D = \partial D + R$. Let us assume that there exists a point $v_0$ on the boundary $\partial D$ that cannot be seen from $S$. This is equivalent to saying that there is another point $v_1 \in \partial D$ such that $v_1 \neq v_0$ and $v_1 \in \overline{cv_0}$, where $c$ is the center of the maximal ball $B$ enclosing $v_0$ and $\overline{cv_0}$ is the line segment connecting $c$ and $v_0$. Since $B$ is convex and both $c$ and $v_0$ are included in $B$, $v_1$ is inside $B$. Based on the definition of maximal ball, the interior area of $B$ is included in $R$. Therefore, $v_1 \in R$. This is contradictory to the fact that $v_1 \in \partial D$.

Unfortunately, skeleton generally is an impractical reliable path. In other words, it is not a good approximation to the optimal reliable path and should not be directly used for navigation. The main reason is that the definition of skeleton leads to many branches on the path, especially near areas of small cavities on the surface. Following these branches during navigation would add many small turns for the physician, making the fly-through much more difficult to control and interpret; cf. Fig. 1. Another reason is that a skeleton of a 3D model could include surfaces which should not be directly used as part of a fly-through path. For example, the skeleton of a rectangular box includes a face in the middle that is difficult and not necessary to traverse for navigation. Finally, the calculation of 3D skeleton is a difficult problem, especially for large data sets. In the discrete space such as the 3D volume used in virtual endoscopy, some efficient algorithms have been proposed to approximate skeletons (e.g., [16], [15]). This causes another problem that these approximated results no longer preserve the skeleton’s reliability.

As a shape descriptor, skeleton was not originally designed for navigation. For skeleton applications like model reconstruction, it is essential to retain, on the resulting medial axis, detailed information about the model, such as the small branches. On the other hand, a well-designed reliable path tries to avoid sharp turns and small branches as long as all the surface detail is visible to the path. The fact that skeleton, by strict definition, happens to be a reliable path does not mean that we are proposing another approximation algorithm to compute skeleton. For example, a volumetric model can be seen as sampling of the original object. Amenta et al. [17] have developed a method to guarantee that a skeleton approximation calculated for densely sampled surface is within a distance bound to the correct skeleton. Compared to a reliable path, their results have no reliability guarantee. More importantly, those results are generally not as good as a good reliable path for navigation because of too many unnecessary small features. On the other hand, a reliable path is usually not a good approximation to skeleton and cannot be used as the basis for shape recognition or reconstruction. In fact, from the perspective of fly-through path design, a good reliable path is more closely related to the center line (e.g., [2]) than to the skeleton since center line is a much better navigation path than skeleton. The fundamental differences between our approach and that of center line are the introduction of reliability during navigation and the incorporation of this concept into effective navigation path planning.

3 Path Generation

In practice, the reliability of a navigation path and its calculation time are more important than its optimization level. We have developed an efficient algorithm to generate a near-optimal, smooth, yet still reliable path. In this section, we first present the key steps of this algorithm, then discuss an important component of the algorithm, the visibility test.

3.1 Efficient Algorithm

As shown in Fig. 2, the idea of our algorithm is to repeatedly incorporate into the path $C$ new observation points covering maximal areas of previously invisible surface. Essentially, we apply a greedy method similar to the minimum set cover approximation algorithm [11] previously discussed. The key difference is that, instead of sorting the internal voxels according to the sizes of their visible voxel sets, we adopt a measurement which is much easier to compute. In order to speed up the path computation, at each step, we also keep the set of candidate voxels to be included in the path as small as possible.

The measurement we have chosen is based on the Euclidean distance from each internal voxel to the closest surface voxel, which can be efficiently calculated in the volumetric space through distance transform [18]. Intuitively, voxels with higher distance values are closer to the center of the model. However, from the viewpoint of reliable path generation, “center” is a relative concept that is closely related to the local geometry. Moreover, since the visible voxel sets of neighboring voxels could largely overlap, selecting them simply based on their distance values is not effective. To avoid this problem, we take into account the relationship between each voxel and its neighbors by first considering those voxels whose distance values are at local maxima. The motivation is to include a minimum set of local maxima into the path to achieve a majority of surface coverage and greatly reduce the complexity of the remaining steps.

In Fig. 2, most of the computing time is spent on calculating the visible set $T_v$ for each voxel $v$ that has been
traversed. Our main objective is to reduce the number of traversed voxels. In the following, we take a close look at some key steps of the algorithm to discuss how this goal has been achieved:

- At Step 4, the list of local maximum voxels \( L \) is only a small portion of the internal set \( I \). This makes the sorting at Step 4 acceptable.

- At Step 5, we calculate the visible sets covered by local maxima. As we have discussed, usually local maxima themselves cover a majority of surface voxels. As a result, the uncovered set \( U \) after Step 5 is much smaller than the original surface set \( B \). Note that we only include those local maximum voxels that are visible to some uncovered surface voxels.

- At Step 6, we link the selected local maxima into a connected path using the Dijkstra’s shortest path algorithm [19]. The cost at each internal voxel is assigned as a monotonic decreasing function of its distance value. This is to satisfy the short length requirement of a well-designed reliable path, as we have discussed in Section 2.

- At Step 7, we use the newly added voxels (which are not necessarily local maxima) on the path to reduce \( |U| \).

- At Step 8, the size of uncovered set \( U \) is much smaller than the internal set \( I \). By traversing \( U \) instead of \( I - C \), we dramatically reduce the number of iterations at Step 8 and make sure \( |U| \) is reduced by at least one element at each iteration. As we shall discuss in Section 3.2, the number of internal voxels visible to a surface voxel is usually much smaller than the internal voxel set \( I \), making it efficient to find \( v' \) at Step 8. Meanwhile, since \( v' \) has the highest distance value, it is close to the center and generally covers a larger surface area than any of the other candidates.

- At Step 9, we again apply the Dijkstra’s shortest path algorithm [19] to connect voxels. In this way, the final graph \( C \) at Step 10 is generally close to the center of the model and the total length of \( C \) is relatively short.

Essentially, we have presented a two-stage algorithm. The first stage (Steps 3-6 of Fig. 2) establishes a priority list of the center voxels we prefer to include in the path and covers a majority of the surface using the selected center voxels. The second stage (Steps 7-9 of Fig. 2) processes the uncovered surface voxels and guarantees that the resulting path is both reliable and effective. Note that our algorithm does not take into consideration noise presented in data sets. Instead, it assumes a noise-free data set. In contrast to skeleton, our reliable path generated is generally less sensitive to noise introduced during data acquisition and segmentation. This is because visibility, instead of local geometry, is applied for determining the path voxels. However, an extra number of small turns and forks could still be generated along the path when the noise brings small and twisted branches on the surface. To solve this problem, some noise treatment, such as boundary smoothing, can be performed as preprocessing in the segmentation stage.

### Visibility Test

A key contribution of our algorithm is the efficient calculation of the visible voxel set for a selected voxel (cf., Steps 5, 7, and 8 in Fig. 2). This visibility test plays a core role in ensuring the reliability of a generated path. For a volumetric model, a voxel is a quantum unit of volume representing a “cell” instead of a point [20]. For virtual endoscopy, such a cell is usually a rectangular box. This could lead to different definitions of visibility between two voxels. In our system, we have chosen a visibility definition that simplifies the computation and guarantees that the accuracy of the test is up to the discrete resolution of the
volumetric data. Essentially, voxel \( v_0 \) and voxel \( v_1 \) are visible to each other if and only if the line segment \( \overline{v_0v_1} \) does not intersect the surface, where \( c_0 \) and \( c_1 \) are the centers of \( v_0 \) and \( v_1 \), respectively; cf., Fig. 3a. More conservative visibility definitions can be used and techniques such as the visibility skeleton [21] can be applied accordingly for the test; c.f., Fig. 3b. Generally, those techniques are more complicated and time consuming than our method. On the other hand, our visibility test can be easily replaced with new implementations to accommodate specific requirements.

An important property of our visibility test is that, for each voxel \( v \) on the path, its visible voxel set is calculated without considering the viewing volume at \( v \) during the navigation. Instead, we have assumed a 360\(^\circ\) field-of-view angle. The reason is that it is very difficult to predict the desired viewing frustum before the actual navigation. Of course, we could fix the viewing direction and angle at each voxel along the flying path and apply the information for calculating the reliable path. However, this approach would severely limit many navigation functionalities, such as zooming and focusing. More importantly, to achieve full inner surface coverage, a physician would have to stop and look at different directions at nearly every point on the reliable path (more precisely, at every point in \( C \cap P \) after Step 8 in Fig. 2 in our algorithm). As a result, it is mentally very difficult for him to manipulate the navigation and analyze the result. It could also cause some side effects, such as dizziness and vertigo. Although it is not a practical solution by itself, a 360\(^\circ\) view would eliminate these problems. Since we have developed a feasible 360\(^\circ\) camera control method that will be addressed in future work, in this section, we discuss the implementation of visibility test under this scheme.

In order for a physician to have a clear view of the examined surface, we restrict the range of sight at each voxel. As a result, there are two steps in the visibility test of voxel \( v \). First, at the center of voxel \( v \), we insert a sphere of radius \( r \) representing the range within \( v \)'s sight. To generate a smooth path, we usually assign \( r \) to be one to three times the value of the maximal voxel-to-surface distance in the model. Second, conceptually, we shoot a ray \( \overline{ss} \) from \( v \)'s center to the center of each surface voxel \( s \) within the sphere. If the ray does not intersect any other surface voxel, \( s \) is visible. For efficiency purposes, prior to the visibility tests we create a template which, for each voxel \( p \) inside the sphere, records the relative locations of a list of voxels intersected by the ray shooting from the sphere center to the center of voxel \( p \). For each voxel to be tested, this template is then applied by putting the sphere center at the voxel center.

There are at least four ways to decide whether \( \overline{ss} \) intersects a surface voxel. The simplest and most conservative way is to declare an intersection if \( \overline{ss} \) intersects the box occupied by the voxel. A more accurate way is to calculate the intersection points between \( \overline{ss} \) and the six faces of the voxel box, apply the bilinear interpolation function to compute the density values at the intersections, and, finally, perform a segmentation process to decide whether any of these points represents an intersection with the surface. The most accurate way is to detect whether \( \overline{ss} \) intersects the trilinear interpolation function representing the surface inside the voxel. All of these methods have been implemented in our system. Finally, to achieve interactive rendering speed, the organ surface is usually first reconstructed into a polygon mesh using the Marching Cubes algorithm [22]. The intersection test can thus be performed between \( \overline{ss} \) and the associated triangles within each surface voxel. We did not use this approach because it is much slower than the others and requires extra bookkeeping.

4 EXPERIMENTAL RESULTS

We have implemented our reliable path generation algorithm and applied it to several data sets. The results have been very encouraging and are summarized in the following. All the experiments were measured on an SGI Octane workstation with a 300MHz R12000 processor and 640MB memory.

The first experiment used an airway data set, provided by the University Hospital at Stony Brook. With a spiral CT scanner (General Electric Model High-Speed CTI), 2D images were acquired from a female patient of age 35, using protocols of 3mm/1.7:1 pitch, 120kVp, 280mA, and 35cm FOV. The reconstructed data set has a resolution of \( 512 \times 512 \times 202 \), with 1mm thickness between the transverse slices. To extract the major airway from the acquired data, we employed a self-adaptive segmentation method [23]. Fig. 4 shows, from two different angles, the shape of the airway, as well as the reliable path computed by our algorithm. There are 24,571 internal voxels and 16,958 boundary voxels in this model. The reliable path consists of 363 voxels. The generation took about 109 seconds, out of which 51 seconds was devoted to performing the Euclidean distance transform.

The structure of the airway as presented in Fig. 4 is relatively simple. In order to display the path inside the model in Fig. 4, we made the airway surface semitransparent. The voxels on the reliable path were colored in red and magnified in size for the purpose of better illustration. Note that, during the visibility tests, we have restricted the range of sight at each voxel. As a result, there are long branches on the path, ensuring that each surface area can be examined from a close distance.

The second data set that we tested is also an airway data (courtesy of Professor Milan Sonka of University of Iowa).
This airway structure is much more complicated than that of the first data set due to a different segmentation method. The data resolution is $256 \times 256 \times 166$. Fig. 5 presents, from four different angles, the shape of the airway, as well as the computed reliable path for the model. There are 47,225 internal voxels and 39,058 boundary voxels. The path consists of 1,378 voxels. It took 10 seconds to perform the Euclidean distance transform and the whole path generation consumed about 23 seconds.

Using semitransparency to display the airway surface in Fig. 5 resulted in partial overlapping of some branches in the pictures. Nevertheless, by looking at the airway from different angles, we can clearly see that there are branches of different sizes in this data. More importantly, the reliable path generated stays in the center of the airway. It is also smooth and insensitive to noise introduced during data acquisition. To traverse the complicated path, we can simply perform a depth-first search of all the path voxels with 26-connectivity. The resulting navigation path is at most twice the length of the total number of path voxels.

Our third experiment was conducted on a blood vessel data set (courtesy of Dirk Bartz at University of Tübingen). This data set was acquired from a 41-year-old patient using a Siemens neurostar biplanar angiograph. It contains a scan of an area close to the base of the skull, where the arteria carotis interna splits into arteria cerebri media and arteria cerebri anterior. The data set has a resolution of $512 \times 512 \times 258$. Fig. 6 presents, from four different angles, the shape of the blood vessel, as well as the computed reliable path for the model. There are 292,773 internal voxels and 151,064 boundary voxels. The path consists of 2,741 voxels. The Euclidean distance transform took 67 seconds. The generation of the reliable path took about
5 CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a new navigation scheme for virtual endoscopy, reliable navigation. We have identified a major drawback of the existing virtual endoscopy techniques that an anomaly cannot be guaranteed to be examined by the physician. We solved this problem by introducing the concept of reliable path. This is the first known attempt to ensure the complete examination of human organs. We discussed the criteria to evaluate the reliable paths and proposed the definition of optimal reliable path. Based on our proof that the optimal reliable path problem is NP-complete, we developed an efficient approximation algorithm to generate a smooth and near-optimal reliable path in the volumetric space. This path provides an effective navigation guide for exploring a model with complex structure. The efficiency of our path generation algorithm depends on both the resolution of the data sets and the complexity of their inner structures. We have successfully applied the algorithm to several data sets and presented encouraging results.

A reliable path basically provides a “road map” for exploring the virtual model. For the navigation, a camera control mechanism is essential to assist the physician in using the road map. Currently, to our knowledge, no effective navigation scheme has been designed for examining data sets with multiple branches. In addition, the viewing parameters at each point on the path need to be carefully manipulated for full surface coverage. We have developed a new camera control scheme to make sure that the physician actually examines the whole inner surface during the procedure. The details of that approach are beyond the scope of this article and will be presented in an upcoming paper. In general, we restrict the physician to the precomputed path while allowing him to control the speed and direction (backward and forward) of the movement. Additionally, the physician is equipped with a virtual camera with an infinitely zoomable lens so that he can reach any surface area and examine it as closely as possible. A key idea of our method is that the virtual camera has to be specially designed for capturing and presenting a full 360° view.

We are currently working on a variety of techniques to accelerate the process of reliable path computation and improve the quality of the generated path. One direction is to take advantage of the inherent spatial coherence of the volumetric data. We are also conducting experiments on more data sets. Finally, we plan to evaluate our system through clinical studies in the near future.

APPENDIX

COMPLEXITY ANALYSIS

In this appendix, we take a close look at the complexity of the optimal reliable path problem as presented in Section 2.1. If, from the original problem, we remove the requirement that \( C^* \) is connected, it becomes the well-known minimum set cover problem, which is NP-complete (Garey and Johnson: SP5 [24]). In the following, we prove that, with the additional connection constraint, it is still NP-complete.
First, we create a surface voxel set \( B \) whose members cover all of \( X \):

\[
X = \bigcup_{i \in F} U_i,
\]

(2)

a minimum set cover is a minimum size subset \( C \subseteq F \) whose members cover all of \( X \):

\[
X = \bigcup_{i \in C} U_i.
\]

(3)

For each subset \( U_i \in F, 0 \leq i < |F| \), we create a new subset \( U_i' \). Each \( U_i' \) contains exactly one new element \( e_i \) such that \( e_i \notin X \) and \( e_i \notin U_j', j \neq i \). Subsequently, we construct a new finite set \( X' \) and a new family \( F' \) of subsets of \( X' \) as follows:

\[
X' = X \cup \{e_0, e_1, \ldots, e_{|F|-1}\}
\]

(4)

\[
F' = \bigcup_{0 \leq i < |F|} U_i \cup \bigcup_{0 \leq i < |F|} U_i' = F \cup \bigcup_{0 \leq i < |F|} U_i'.
\]

(5)

We now construct a 3D volume \( V \) based on \( X' \) and \( F' \). First, we create a surface voxel set \( B \) and establish an one-one mapping function \( f : B \mapsto X' \):

\[
\forall v \in B \rightarrow (f(v) = e) \land (f^{-1}(e) = v), e \in X'.
\]

(6)

Then, we create an internal voxel set \( I \) and establish an one-one mapping function \( g : I \mapsto F' \):

\[
\forall v \in I \rightarrow (g(v) = U) \land (g^{-1}(U) = v), U \in F'.
\]

(7)

Finally, based on \( f \) and \( g \), we map the elements of each subset \( U_i \in F' \) to its associated visible set \( S_v, v \in I \):

\[
\forall v \in I \rightarrow S_v = \bigcup_{(v \in f(U))} f^{-1}(e), U = g(v).
\]

(8)

The next step is to show that the internal voxel set \( I \) can be configured in such a way that the optimal reliable path for \( V \) is based on the minimum cover set \( C \). To achieve this, we only need to ensure that all the internal voxels corresponding to the new subsets \( U_i' \) are connected by themselves and each pair of voxels corresponding to \( U_i \) and \( U_i' \) are connected. For example, Fig. 7 presents a possible configuration in 2D using 4-connection. For better illustration, \( g^{-1}(U_i) \) and \( g^{-1}(U_i') \) are simply marked in Fig. 7 as \( U_i \) and \( U_i' \), respectively. Extending the concept to 3D and other connections is straightforward.

Since a reliable path covers the whole set of surface voxels, the optimal reliable path \( C^* \) for \( V \) is

\[
C^* = C \cup \bigcup_{0 \leq i < |F|} g^{-1}(U_i'),
\]

(9)

where \( C \subseteq F \) is the minimum set cover for \( F \). In other words, we have shown that any instance of minimum set cover can be reduced in polynomial time to an instance of optimal reliable path. This completes the proof that optimal reliable path is NP-complete.
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